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Scalable unification of distributed Bayesian analysis
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2= : There has been considerable interest in addressing the problem of
unifying distributed analyses into a single coherent inference, which arises
in big-data settings, when working under privacy constraints, and in
Bayesian model choice. Most existing approaches relied upon
approximations of the distributed analyses, which have significant
shortcomings the quality of the inference can degrade rapidly with the
number of analyses being unified, and can be substantially biased when
unifying analyses that do not concur. In contrast, recent Monte Carlo
fusion approach is exact and based on rejection sampling. This talk will
present a practical Bayesian fusion approach by embedding the Monte
Carlo fusion framework within a sequential Monte Carlo algorithm, which
is more robust than existing methods.
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